
Improvements for BLDC motor control
Martin Dodek∗, Eva Miklovičová∗
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Abstract—In this paper we address some novel modifications of
commonly used algorithms and techniques related to the problem
of sensor-less field-oriented control (abbr. FOC) of brushless
DC (abbr. BLDC) motors. The most significant outcome of
this research is design of an innovative procedure for motor
parameters identification - performable directly in the target
application without using any additional equipment. This makes
possible to control a motor with initially unknown parameters,
thereby yielding the ability to apply the“plug and play” concept.
In addition, the essential operation of the vector-rotation was
treated in a new way - using the Taylor series approximation. We
marginally focused on the inverter voltage modulation algorithm
where we proposed its simple yet very effective implementation.
The structure and parameters design of the rotor position
estimator were rigorously derived - based on the Luenberger
observer. The original algorithm of the field-oriented control
was modified by using current controllers with the IP structure.
Physical constraints of the manipulated variable reflected into
using the anti-windup algorithm. Here we introduced a special
ability to tune the saturation levels for both components of the
controlled current individually. Finally, a real-motor identifica-
tion and control experiment was carried out in order to validate
all the proposed improvements and modifications.

Index Terms—field-oriented control, BLDC motor, SVPWM,
BEMF observer, PLL, system identification, embedded systems

I. INTRODUCTION

In the last decade, even more applications of various actua-
tors systems relies on the brushless DC motors technology.
Besides the industrial applications also consumer-oriented
products e.g. e-bikes or drones are widely utilizing BLDC
motors nowadays. Yet there are still many problems that need
to be solved and possible improvements that can be done in
this field.

The brushless DC motor is a synchronous three-phase ma-
chine with permanent magnet rotor construction. These motors
are typically numerically controlled by a micro-controller and
powered by a transistor-based bridge inverter.

A. Coordinate systems

For the mathematical description of the BLDC motor -
special coordinate systems have to be used. A general three-
phase vector comprises three separate components for each
phase:

vabc = [va, vb, vc] (1)

However, the motor model as well as the field-oriented
control algorithm itself are both using an equivalent two-phase
coordinate system.

vxy = [vx, vy] (2)

Where the x component can be treated as the real while the
y component as the imaginary part of a complex number.

In order to transform a three-phase to the equivalent two-
phase vector the 3/2 transform, also known as the Clarke
1 transform, can be used. Similarly, the back-transform of
vectors can be performed using the 2/3 transform, also known
as the inverse Clarke transform. Although these transforms are
an essential part of the control algorithm (see figure 5), they
are not in the primary scope of this paper.

B. Park transform (and inverse)

Concerning the used coordinate systems - there are two
reference frames mutually rotated by the angular position φ.
Specifically there is the fixed stator αβ and the rotor dq
reference frame.

The Park transform represents a vector rotation operation
defined by the complex exponential function.

vαβ = vdqe
jφ (3)

For the component representation of a vector, the Park
transform can be written in the matrix form:(

vα
vβ

)
=

(
cos(φ) − sin(φ)
sin(φ) cos(φ)

)(
vd
vq

)
(4)

On the contrary, the inverse Park transform is equal to the
negative angle rotation operation:

vdq = vαβe
−jφ (5)

The equivalent matrix representation of the equation (5) can
be derived as the matrix inverse of (4). Notice, that matrix (4)
is orthogonal so it’s inverse is simply equal to the transposed
matrix.

II. TRIGONOMETRIC FUNCTIONS APPROXIMATIONS

Trigonometric functions sine and cosine, as a part of the
Park transform matrix (4), are evaluated multiple times for
each iteration of the control algorithm. Direct using of the
standard math library implementation of these functions is
therefore considered as a significant bottleneck.

One possible way of achieving the necessary performance
boost is using lookup tables. Since all the pre-computed values
have to be stored, the significant memory occupation is the
main drawback of the lookup tables.

1Named after Edith Clarke



A. Taylor series expansion

An alternative way of approximating the trigonometric
functions is the Taylor series expansion. The nth-order series
expansion of the sine function around the point x0 = 0 can
be written as:

sin(x) ≈ p0(x) =

n∑
k=0

(−1)k
x2k+1

(2k + 1)!
(6)

Assuming the x0 = π
2 one can write:

sin(x) ≈ pπ
2

(x) = 1 +

n∑
k=1

(−1)k
(
x− π

2

)2k
(2k)!

(7)

However, the Taylor series expansion is valid only for
arguments in the neighbourhood of the assumed point x0.
Therefore we proposed to combine both series (6),(7) into
one function. The weighting provides high accuracy around
both points of 0,π2 , and satisfactory approximation error for
the arguments in-between them.

sin(x) ≈ pw =

(
1− 2

π
x

)
p0(x) +

2

π
x pπ

2
(x) (8)

The minimum yet quite usable series order was determined
as: n = 4. The comparison of approximation errors for all the
assumed variants can be seen in the figure 1.

Fig. 1: Sine function Taylor series approximation error

For x /∈
〈
0, π2

〉
, trigonometric properties of periodicity and

symmetry can be used conveniently.

sin(x) = sin (x+ 2πk)) k = 1, 2 . . . n
sin(x) = − sin(x− π) π < x < 2π
sin(x) = sin(π − x) π

2 < x < π
(9)

Identities for negative argument and sine-cosine relation can
be also assumed:

sin(−x) = − sin(x)
cos(x) = sin(x+ π

2 )
(10)

However, choosing either a lookup table or a Taylor series
is always trade-off between computational complexity and
memory requirements.

III. MODEL OF THE BLDC MOTOR

In this section, dynamic models of the BLDC motor for dq
and αβ reference frame are briefly presented.

A. Model in the dq reference frame

Assuming the dq reference frame, all the concerned vari-
ables are represented from the rotor point of view i.e. linked
to the shaft mechanical rotation.

The BLDC motor model for the dq reference frame is
presented bellow [1]:

ud = Rid + Ld
did
dt

+ ωLqiq (11)

uq = Riq + Lq
diq
dt
− ω (Ldid + ψf ) (12)

Where the direct ud and the quadrature uq stator voltages
represent the manipulated variables. The Ld [H] and Lq [H]
parameters stand for the direct and the quadrature inductances
of the winding and the R [Ω] parameter denotes the winding
resistance. The permanent magnet flux is represented by the
ψf [V s] parameter.

The torque generated by the motor can be written as:

M =
3

2
p (ψf iq + (Ld − Lq) id) (13)

Where the parameter p is the number of pole pairs.

B. Model in the αβ reference frame

It is necessary to express the motor model also for the
αβ reference frame. Here, all the concerned variables are
represented from the stator point of view i.e. are linked to
the fixed body of the motor.

Dynamic equations for the α and β axis of the stator current
are defined as follows [2]:

uα = Riα + Ld
diα
dt

+ ω (Ld − Lq) iβ + Eα (14)

uβ = Riβ + Ld
diβ
dt
− ω (Ld − Lq) iα + Eβ (15)

The E [V ] vector denotes the back electromotive force signal
(abbr. BEMF) that represents the induced harmonic voltage.
The BEMF voltage signal is related to the rotor angular
position φ and speed ω:

Eα = − sin(φ)

[
(Ld − Lq)

(
ωid −

diq
dt

)
+ ωψf

]
(16)

Eβ = + cos(φ)

[
(Ld − Lq)

(
ωid −

diq
dt

)
+ ωψf

]
(17)

In the case of a non-salient rotor i.e. Ld = Lq , there is possible
simplification:

Eα = − sin(φ)ωψf
Eβ = + cos(φ)ωψf

(18)

So the magnitude of the BEMF signal is proportional to the
angular speed ω.

‖E‖ = |ω|ψf (19)



IV. FIELD-ORIENTED CONTROL

The field-oriented control represents a method for indepen-
dent control of the direct and the quadrature axis current-
components. Thereby it is possible to manage the generated
torque and the magnetic flux while maximizing the overall
energetic efficiency.

Accordingly, the traditional FOC structure comprises two
controllers (usually PI) for each of the id and iq currents.

The FOC algorithm is supposed to hold the direct axis
current as low as possible i.e. idw = 0 , whereas the quadrature
axis current has to be kept at the reference value i.e. iqw 6= 0
- usually calculated by the superior control loop.

A. Control decoupling
Since the differential equations (11),(12) contain cross-

coupling, to achieve independent control of both components,
the decoupling algorithm has to be applied:

ūd = ud − ωLqiq (20)
ūq = uq + ωLdid (21)

Moreover, by applying the above equation to the voltage
vector, the controlled system (11),(12) can be even considered
linear.

ud = Rid + Ld
did
dt

(22)

uq = Riq + Lq
diq
dt
− ωψf (23)

B. IP controller
The IP controller is a structural modification of the PI

controller where instead of single input for the error signal
e(t), both error and feedback y(t) signals are provided.

u(s) = Ki
1

s
e(s)−Kpy(s) (24)

The Kp and Ki parameters stand for the gain of the propor-
tional and the integral term respectively.

Our motivation for introducing the IP controller rather than
using the original PI structure was to eliminate the presence
of zero i.e. numerator polynomial root in the resulting closed
control loop transfer function.

C. Control synthesis
General aim of the controller parameters synthesis is to

achieve desired dynamic behaviour of the closed control loop
while implicitly providing it’s stability. The design of the FOC
IP controllers can be conveniently performed using the pole-
placement method.

As a consequence of the control decoupling (20),(21), one
can apply the Laplace transform to the differential equations
(22),(23) while assuming the signal of angular speed ω as the
external disturbance. This leads to the transfer function model
of the controlled system in the following form:

id(s) = ud(s)
1

(Lds+R)
(25)

iq(s) = uq(s)
1

(Lqs+R)
+ ω(s)

ψf
(Lqs+R)

(26)

Then, the transfer function of the closed loop for the controller
(24) and the plant (25),(26) takes the following form:

id/q(s)

iwd/q (s)
=

Kid/q +����Kpd/qs

Ld/qs2 +
(
R+Kpd/q

)
s+Kid/q

(27)

The stricken-through expression in this equation represents the
difference between using the IP or the PI controller structure.

The desired characteristic polynomial can be in a second
order aperiodic form, assuming the time constants T1,2 [s]:

P (s) = (T1s+ 1) (T2s+ 1) (28)

Finally, the parameters of the controller can be determined as:

Kid/q =
Ld/q

T1T2
(29)

Kpd/q = Ld/q
(T1 + T2)

T1T2
−R (30)

D. Anti-windup algorithm
Because the manipulated variable i.e. stator voltage udq is

physically constrained, the anti-windup algorithm has to be
applied. This allows to avoid of an uncontrollable raise of the
integrator output caused by the uncorrected saturation of the
manipulated variable i.e. wind-up effect.

Fig. 2: Anti-windup modification of IP controller
For this algorithm to work correctly, the values of saturation

have to be known exactly. The inequality for magnitude of the
udq vector can be determined according to the applied supply
voltage UDC and regarding the properties of the SVPWM
algorithm (see section VI) as:

ud
2 + uq

2 ≤
(
UDC√

3

)2

(31)

Therefore we can choose the maximum and the minimum
values of the voltage components individually:

umaxq = γ
UDC√

3
(32)

umaxd = δ
UDC√

3
(33)

umind/q = −umaxd/q (34)

Where γ and δ are weights for the direct and the quadrature
components respectively. However, these weights must meet
the following inequality condition:

γ2 + δ2 ≤ 1 (35)

This proposed modification allows to reflect the application-
specific demands e.g. greater dynamic range for the quadrature
current directly into the control algorithm.



V. SENSOR-LESS SOLUTION

In order to apply the FOC algorithm, the rotor angular
position φ has to be sensed or at least estimated. A standard
way to obtain this information is using an incremental rotary
encoder, what usually requires an additional hardware sensor
to be mounted on the rotor shaft. A sensor-less solution
bypasses this hardware modification by indirect estimate of the
rotor position φ from other available signals (stator currents).

A. BEMF observer

In this paper a Luenberger state observer is proposed for
the purpose of the BEMF signal (18) estimation [3].

˙̂x = Ax̂+Bu+G (y − ŷ) (36)

Where G denotes the Luenberger gain, being subject of the
observer design. Concerning the time derivative of the estimate
error e = x− x̂, the following equation is important:

ė = (A−GC) e (37)

The state-space representation of the stator winding model
in the αβ reference frame can be derived from the differential
equations (14),(15) assuming non-salient rotor i.e. Ld = Lq
simplification.

x =

[
iα/β
Eα/β

]
A =

(
− R
Ld

− 1
Ld

0 0

)
B =

(
1
Ld
0

)
C =

(
1
0

)T
(38)

The observer takes the form then:[
˙̂iα/β
˙̂
Eα/β

]
=

(
− R
Ld

− 1
Ld

0 0

)[
îα/β
Êα/β

]
+

(
1
Ld
0

)
uα/β +

[
g1
g2

](
iα/β − îα/β

) (39)

The estimated state vector comprises the signal of the stator
current estimate î (either α or β component) and the BEMF
signal estimate Ê (also for separate components).

1) Observer design: The aim of the observer design is to
provide convergence of the state estimate by placing appro-
priate eigenvalues of the estimate error feedback matrix (37).

The characteristic polynomial of the system (37) can be
determined as [3]:

Q(s) = det (sI − (A−GC)) (40)

By substituting (38) into (40) we obtain the characteristic
polynomial in explicit form:

Q(s) = det

(
s+ R

Ld
+ g1

1
Ld

g2 s

)
Q(s) = s2 +

(
R

Ld
+ g1

)
s− g2

Ld
(41)

The desired eigenvalues λ1,2 form the desired characteristic
polynomial P (s):

P (s) = (s− λ1) (s− λ2) (42)

By demanding the equality of Q(s) = P (s) one can finally
derive the observer gains.

g1 = −λ1 − λ2 −
R

Ld
g2 = −λ1λ2Ld (43)

B. Phase-locked loop

Since the BEMF signal vector, as defined in (18), contains
the information of current angular position φ, it is therefore
possible for this information to be extracted out. A simple and
intuitive solution for doing so is using the arctangent function,
although this operation is considered as noise sensitive and
also introduces an adverse discontinuity.

To overcome this issue, the phase locked loop (abbr. PLL)
can be exploited. The PLL is non-linear dynamic system used
for tracking of the phase of a harmonic signal.

The non-linear feedback of this structure is designed to
provide the phase estimate error signal eφ (see equation (18)):

eφ = −Eα cos(φ̂)− Eβ sin(φ̂) = ωψf sin(φ− φ̂) (44)

To provide an angular speed-independent dynamic be-
haviour of the PLL, normalization of the BEMF signal is
necessary [2].

Ē =
E

‖E‖
(45)

Applying the equation (45) and substituting the BEMF
magnitude (19), the PLL position estimate error (44) becomes:

eφ = sin(φ− φ̂) (46)

The assumed model structure is a simple integrator φ̇ = ω.
So we can use the Luenberger state observer to estimate the

angular speed ω̂ and the position φ̂:[
˙̂ω
˙̂
φ

]
=

(
0 0
1 0

)[
ω̂

φ̂

]
+

[
gPLL
1

gPLL
2

](
φ− φ̂

)
(47)

The resulting block diagram of the derived PLL structure is
shown in the figure 3.

Fig. 3: PLL with Luenberger observer

One can also see the similarity between this observer
structure and the PI-like estimator presented in [4] and [2].

For the PLL parameters design we have to determine the
characteristic polynomial of the estimate error according to
the equation (40):

Q(s) = det

(
s gPLL

1

−1 s+ gPLL
2

)
Q(s) = s2 + gPLL

2 s+ gPLL
1 (48)

The desired characteristic polynomial P (s), is in the same
form as in the equation (42).



So by demanding equality of the characteristic polynomial
(48) and the desired one (42), we can finally derive the
observer gains as :

gPLL
1 = λPLL

1 λPLL
2 gPLL

2 = −λPLL
1 − λPLL

2 (49)

The phase portrait of the PLL can be seen in the figure 4.

Fig. 4: Phase portrait of the PLL

VI. SPACE VECTOR PULSE WIDTH MODULATION

If the BLDC motor is powered by a three-phase transistor
inverter, the technique called: space vector pulse width modu-
lation (abbr. SVPWM) has to be applied in order to calculate
the PWM duty vector dabc from the provided voltage vector
uabc.

If not treated prudently - implementation of this algorithm
may lead to significant consumption of the precious CPU
time. Therefore we proposed a simple algorithm using the min
function as possible substitute to the traditional solution.

A. SVPWM Min algorithm
This algorithm is not commonly used, yet it was already

published e.g. in [5], [6] and references therein.
First we have to determine the neutral voltage uN :

uN = min {ua, ub, uc} (50)

The duty vector dabc for the provided supply voltage UDC can
be obtained as:

dabc =
uabc − uN
UDC

(51)

Notice, that for every possible voltage vector, one of the duty
components da/b/c will always be zero using this method.
This phenomenon is truly convenient, primarily because of
the minimized transistors switching losses.

Since the PWM duty is inherently bounded to the interval
da/b/c ∈ 〈0, 1〉 the magnitude of transformed voltage signal is
allowed to be maximally (without the proof) UDC√

3
. It’s also

worth noting, that the requirement for all the duty signal
components da/b/c to be non-negative is always met.

Duty signals generated from the three-phase sinusoidal sig-
nal with amplitude of 2.5V using the SVPWM Min algorithm
and assuming the supply voltage UDC = 5.0 V is depicted in
the figure 6.

VII. PARAMETERS IDENTIFICATION

In order to achieve optimal performance of the sensor-
less field-oriented control algorithm, the concerned motor
parameters have to be known. Manufacturing processes of
BLDC motors may lead to significant deviations in parameters
so available data-sheet informations usually represent only
nominal values. Hence the individual identification of the
particular motor is virtually mandatory.

Therefore we proposed an in-application off-line identifi-
cation technique for BLDC motor parameters estimate. This
technique does not require any additional hardware modifica-
tion or a special measuring procedure since it is performed by
a micro-controller in the target application.

But anyway, also other identifications techniques were used
by various authors. For example, on-line identification of
parameters using the Kalman filter in [7] or the recursive least-
squares algorithm in [8] and [9]. And the last but not least -
adaptive solutions such as [10].

A. Electrical parameters

The first step of the identification process is the stator
winding electrical parameters estimate i.e. resistance R[Ω], and
inductances for both axes Ld[H],Lq[H].

Notice, that the BEMF observer, as described in the section
V-A, can not operate without the knowledge of the concerned
electrical parameters, hence neither the PLL and thereby the
Park transform can not be evaluated yet.

1) Aligning the rotor: Since we do not know the initial
position of the rotor, it has to be moved to the specific position
first. By aligning the rotor we demand the following steady
state:

φ? = 0 ω? = 0 (52)

Fortunately, this mechanical state can be reached just by
applying an appropriate input signal:

uα = u? uβ = 0 (53)

Assuming an arbitrary initial rotor position φ0, the applied
signal (53) can be “imaginary” transformed to the dq reference
frame using the inverse Park transform (5) as:

ud = u? cos(φ) uq = −u? sin(φ) (54)

Substituting the consequently created current vector into
the torque equation (13) one can realize, that the torque is
generated only if the angular position is non-zero i.e. φ 6= 0.
Thereby the proposed voltage signal (53) has an “aligning
effect” to the rotor regardless of the initial position φ0.

If the rotor is correctly aligned and steady, then the Park
transform (4) is equal to the identity matrix.

vdq = vαβ (55)



Fig. 5: Sensor-less field-oriented control scheme

Fig. 6: SVPWM algorithm

2) Transfer function model: Assuming the steady state
(52) as well as the consequent vector equivalence (55), the
following transfer function models can be derived from the
full models (11),(12):

iα/β(s)

uα/β(s)
=

1

Ld/qs+R
(56)

However, the whole process of identification is performed
in discrete time domain so discrete equivalents of the models
(56) have to be used.

iα/β(z)

uα/β(z)
=

b1α/βz
−1

1 + a1α/βz−1
(57)

Parameters of the above discrete transfer function can be
estimated using the least-squares method for the equivalent
ARX model representation.

3) ARX model identification: The dynamic equation of the
ARX model is defined as:

A(z−1)y(k) = B(z−1)u(k) + ε(k) (58)

Where ε stands for the exogenous random disturbance signal
and u denotes the system input i.e. stator voltage component
uα/β . The model output y, representing the stator current
component iα/β , can be expressed in the vector form:

y(k) = hT(k)θ + ε(k) (59)

The parameters vector θ:

θ =
[
b1α/β , a1α/β

]T
(60)

The regression vector h(k):

h(k) =
[
u(k−1),−y(k−1)

]T
(61)

For the parameters estimate we prefer the off-line identi-
fication approach over on-line methods since these can not
be performed in real-time for the demand of relatively small
sample time.

The estimated output vector ŷ and the estimate residuals e
for the measured output vector y are defined as:

ŷ = Hθ e = y − ŷ (62)

For N measurements, each row of the H matrix is defined as:

Hi = hT(i) i = 1 . . . N (63)

The parameters estimate θ̂ minimizing the sum of squared
residuals eT e can be obtained by solving:

HTHθ̂ = HT y (64)

Both models for d and q axis have to be identified separately
that way. For the q axis especially, the issue of consequent
motor torque generation may arise. This torque might dis-align
the rotor and the results would be biased. Therefore the length
of the excitation signal has to be short enough (compared to
the mechanical time constant) for this effect to be negligible.



Having the discrete transfer functions (57) identified, the
estimated motor parameters can be finally determined. The
stator resistance parameter estimate R̂ is equal to the mean of
static gains reciprocal:

R̂ =
1

2

(
1 + a1α
b1α

+
1 + a1β
b1β

)
(65)

The stator inductance parameter estimate L̂ is related to the
time constant of the system. Using the discrete-continuous
time pole transform theorem one can write:

L̂d/q = −Ts
R̂

ln(−a1α/β)
(66)

B. Permanent magnetic flux estimate

The second step of the BLDC motor electrical parameters
identification is the estimation of the constant magnetic flux
ψf [V s] generated by the permanent magnet.

Analysing the dq reference frame model equations (11),(12),
one can realize that the ψf parameter is related to a non-
zero angular speed ω. Therefore to identify this parameter,
the motor has to be running i.e. the whole FOC algorithm
depicted in figure 5 must be applied.

Since the magnitude of the BEMF signal is linear to the
angular speed ω and to the parameter ψf as defined in the
equation (19), the least-squares method can be conveniently
used for the ψf estimate.

The following linear regression system (62) can be formed:

y = [‖E1‖, ‖E2‖, . . . , ‖EN‖]T (67)

H = [|ω1| , |ω2| , . . . , |ωN |]T (68)

The parameters vector becomes scalar in this case i.e. θ = ψf .

VIII. TEST DEVICE AND IMPLEMENTATION

For verification of the proposed algorithms and assumptions
presented in this paper, a real motor identification and control
experiment was finally carried out. The subject of identifi-
cation and control was a small-sized out-runner type BLDC
motor with all the parameters unknown.

As a hardware platform we used the STM32F446RE (180
MHz, 512 KB Flash, 128 KB SRAM) micro-controller em-
bedded in the evaluation board Nucleo along with the inverter
extension board X-NUCLEO-IHM11M stacked on. The stator
currents were measured using the single-shunt sensor topol-
ogy and were sampled by the on-chip 12-bit analog-digital
converter.

All the mentioned algorithms were implemented in the C++
programming language. Time-critical operations i.e. sensor-
less FOC loop were executed with the highest priority in
the interrupt handle function of the timer. Other non-time-
critical operations such as parameters identification and control
synthesis were executed in separate tasks under management
of the real-time operating system.

A. Experiment results

Sample-time for the identification and control experiment
was chosen as Ts = 27500−1 s. The step-like two-level signal
was applied as the excitation voltage signal for both axes
during the identification process.

The resulting measured response of the system is shown
in the figure 7. The following identified electrical parameters
were obtained:

R̂ = 2.1574 Ω L̂d = 0.5478mH L̂q = 0.6215mH (69)

The simulated responses of the obtained continuous models
isimd/q are also plotted in the figure 7 for results validation.

Fig. 7: Measured identification responses of iα,β currents to
input voltage signals uα,β

For the control algorithm, we have chosen the desired time
constants (28) of the closed loop as:

T1 = 20.0ms T2 = 0.2ms (70)

By performing some empirical tuning, we found appropriate
desired eigenvalues (42) for the BEMF observer as:

λ1,2 = −20.0× 103 ± 5.0× 103 i (71)

For the PLL we have chosen different eigenvalues:

λPLL
1 = −100 λPLL

2 = −400 (72)

Saturation settings (32),(33) for current controllers reflected
the demand for greater dynamic range of quadrature compo-
nent control.

γ =
4

5
δ =

3

5
(73)



For the constant magnetic flux estimate, the values of ‖Ei‖
and |ωi| were asynchronously acquired to the assumed sample
time of Ts = 0.1 s.

During this experiment, the FOC algorithm was operat-
ing for step-wise change of the quadrature current set-point
∆iqw = 0.15 A resulting into desired motor acceleration.
Thereby a variety of points was obtained during the identi-
fication as can be seen in the figure 8.

Fig. 8: Measured BEMF signal magnitude ‖E‖ as a linear
function of angular speed ω

Finally, the ψf parameter was estimated as:

ψ̂f = 0.00201[V s] (74)

The control experiment was carried out for zero direct
axis current set-point idw = 0 and step-wise change of the
quadrature axis current set-point iqw = 0.1→ 0.25A.

The acquired control data, plotted in the figure 9, proven the
aperiodic behaviour of the closed control loop. As expected,
the resulting angular speed of rotor ω correlated with the signal
of the quadrature current iq and changes in the quadrature axis
current set-point were followed by the rotor (de)acceleration.

Fig. 9: Control of stator currents id,iq for step-wise change of
reference quadrature current iqw

IX. CONCLUSION

In this paper we introduced several improvements and
modifications of commonly used algorithms and techniques
concerning the BLDC motor sensor-less field-oriented control.
The most significant work was made on developing the com-
plex technique for the motor parameters identification, thereby
a completely unknown motor can be easily controlled. This
allowed us to apply the “plug and play” concept directly to an
arbitrary controller-motor couple in practice. For the numeric
realisation of the crucial vector-rotation operation we proposed
the weighted Taylor series expansion as a replacement for
traditional lookup tables. The FOC structure was modified by
the IP controllers while considering constraints of the manip-
ulated variables. We proposed the modification of the anti-
windup algorithm with individual weighting of the voltage-
vector components. Concerning the structure and design of
the PLL, the concept of the Luenberger observer was exploited
in order to replace the original PI-like estimators. Also other
problems were treated in a new way - for example simple yet
effective implementation of the SVPWM algorithm.
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